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Abstract: In recent years, conversational artificial intelligence (AI) has seen remarkable advancements, enabling more 

immersive and interactive interactions between humans and machines. ChatGPT is a technology that employs artificial 

intelligence and machine learning on a large amount of data to generate instant responses to every question. It provides natural 

language responses, which gives us a feel of chatting with a human being. It is used in everything from natural language 

processing to customer service for guidance in various fields and content creation. But ChatGPT, as of now, provides only text-

based interaction. This consumes a lot of time and can also be difficult to use. Bud-D is a ChatGPT that can hear and talk. Bud-

D takes voice input and also gives audio output. This paper on Bud-D explores ChatGPT and its origins, how it works, and its 

impact on various fields of study and explains how Bud-D acts as an enhanced version of existing ChatGPT. The rapid growth 

of AI and its applications should be accessible to everyone. This Bud-D enables visually impaired people to get the taste of AI 

easily. This paper also explains the pros and cons of Bud-D, its limitations, and possibilities. It also discusses the impact of 

ChatGPT and Bud-D on education, cybersecurity, customer care, software development, jobs in general, and information 

technology. 
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1. Introduction 

 

Interacting with ChatGPT is an experience that borders on the surreal. Its replies possess a distinct humanoid quality, blurring 

the lines between human and machine-generated responses. OpenAI’s ChatGPT is a remarkable advancement in transformative 

technology, offering a platform that harnesses the power of artificial intelligence and machine learning. This amalgamation of 

cutting-edge techniques enables the system to generate instantaneous verbal responses to a list of questions and prompts. 

ChatGPT’s development by OpenAI is a testament to the rapid progress in AI research. Through meticulous training on an 

extensive dataset, ChatGPT has acquired the ability to understand context, nuances, and patterns in human language, allowing 
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it to provide responses that mimic human conversational behavior [10]. As a result, interacting with ChatGPT often leaves 

users feeling as though they are conversing with a real person. This simulation of human-like interaction is the essence of 

ChatGPT’s superpower; it creates an illusion of human conversation facilitated by a machine [11]. 

 

This transformative technology operates exclusively through text-based input. Users type their questions or prompts, and 

ChatGPT responds with text-based replies [12]. However, the horizon of this technology expanded further with the introduction 

of Bud-D. Bud-D stands as a sound-based counterpart to ChatGPT. While it retains the text query capabilities of ChatGPT, it 

takes a stride beyond by embracing voice input. This evolution opens a new dimension of interaction, allowing users to 

communicate naturally and effortlessly [13]. 

 

The integration of Bud-D with ChatGPT is a symbiotic relationship that enhances the user experience. Bud-D bridges the gap 

between textual and auditory communication [14]. It reads aloud the human-like responses generated by ChatGPT, amplifying 

the illusion of conversing with an actual person. This tandem operation of ChatGPT and Bud-D elevates the interaction to 

unprecedented levels of realism [15]. 

 

 

 
 

Figure 1: AI and Humans conversing with each other [9] 

 

Delving into the mechanics of ChatGPT and Bud-D, it is clear that their functionalities stem from complex AI and machine 

learning processes. ChatGPT’s foundation rests upon its exposure to diverse linguistic structures and contexts. The system 

dissects and comprehends these patterns, thus formulating contextually appropriate responses [16]. Bud-D, on the other hand, 

is an innovative leap forward by incorporating voice data as input. This auditory dimension enhances the user experience, 

making interactions not just human-like conversation but also in speech [17]. 

 

The applications of these technologies are manifold, spanning various industries and domains. ChatGPT can serve as an 

intelligent tutor in education, offering personalized guidance and explanations to students. It can assist educators in creating 

interactive and engaging learning materials [18]. In cybersecurity, the prowess of ChatGPT can be harnessed to identify 

vulnerabilities, simulate attacks, and develop robust defense strategies. Customer care is revolutionized as ChatGPT offers real-

time assistance, streamlining query resolution and enhancing user satisfaction. These technologies generate code snippets, 

debugging, and problem-solving in software development [19]. 

 

The impact of ChatGPT and Bud-D on the job landscape is a topic of intrigue. The automation of tasks and interactions that 

were previously reliant on human intervention raises pertinent questions [20]. Will ChatGPT replace humans at work? This 

enigma encapsulates concerns about job displacement, the changing nature of work, and the need for human-AI collaboration. 

While these technologies demonstrate extraordinary capabilities, humans’ inherent creativity, empathy, and complex decision-

making abilities remain indispensable in many spheres. Bud-D is a different way of writing Buddy, which is a casual way of 

addressing a friend. Bud-D will be your friend whom you can ask for anything, starting from analysis advice [21]. 

 

In conclusion, the interaction with ChatGPT and its sound-based counterpart, Bud-D, unfolds as a marvel of modern technology. 

The convergence of AI and machine learning has revolutionized human-machine interaction, imbuing responses with human-

like qualities [22-25]. This transformative technology’s applications span education to cybersecurity, offering innovative 

solutions and augmenting various industries. Whether ChatGPT will replace humans at work underpins the ethical and societal 
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considerations surrounding automation and AI integration [26]. As these technologies evolve, striking a balance between 

technological advancement and preserving human qualities becomes imperative. The future undoubtedly holds a landscape 

where humans and AI collaboratively shape a new paradigm of productivity and innovation [27]. 

 

2. Literature Review 

 

Brown et al. [1] introduces the highly parameterized language model, the GPT-3 architecture, which can carry out various tasks 

with little fine-tuning. It exhibits striking few-shot and zero-shot properties. Outstanding generative abilities, comprehension 

of context from brief prompts, and a wide range of applications w  ithout task-specific training are advantages. Negative aspects 

include the propensity to produce plausible but false information and potential ethical issues brought on by unrestrained content 

creation. 

 

Lin et al., [2] introduces GPT -2’s instructs GPT, a variant created for managed text generation. As a result of its responsiveness 

to user-specified prompts, it is useful for particular tasks. The benefits include following instructions and producing pertinent 

content in response to prompts. The disadvantages are that they might not always comply with instructions and produce 

offensive or biased content. 

 

Keskar et al., [3] introduces CTRL, a conditional transformer model that enables users to specify attributes and manage the 

style of generated text. The advantages include fine-tuning control over generated text, which is helpful for tasks requiring 

particular attributes or tones. The drawbacks include being constrained to a predetermined set of attributes and potentially being 

unable to handle complex or nuanced control requirements. 

 

Ziegler et al., [4] improve control and produce safer responses, this paper discusses methods for fine-tuning language models 

using reinforcement learning from human feedback. The benefits include issues with content generation being addressed, 

improved controllability, and safety of language models. The drawbacks of fine-tuning include the possibility that inappropriate 

responses won’t entirely disappear and potential difficulties in developing efficient reward systems. 

 

Lester et al., [5] introduce “Prompt Tuning,” a technique that uses limited task-specific examples to modify a pre-trained model 

for a given task. The benefits include lessening data and compute requirements while effectively adapting models to tasks. The 

drawbacks include performance that might not match fully fine-tuned models and being restricted to tasks that fit well with 

pre-trained model capabilities. 

 

Sun et al., [6] looks at how to improve BERT for text categorization issues, which can offer suggestions for improving ChatGPT 

for a particular application. Benefits include suggestions for modifying language models for certain tasks, which may be 

relevant for ChatGPT adaptation. Focuses on categorization issues and may require adaptation for tasks that require more 

generative flexibility. These add-on papers address various issues, including controllability, language translation, practical 

chatbot development, image-based prompts, and fine-tuning methods. Each study adds to our understanding of ChatGPT’s 

capabilities and room for growth. 

 

Lample et al., [7] said that a method for unsupervised machine translation using monolingual corpora is presented in the paper. 

This method may impact how well models like ChatGPT can translate between different languages. The benefits include a 

demonstrated ability to easily adapt language models to new languages. The drawbacks include being restricted to translation 

tasks and needing additional adaptation for deeper linguistic comprehension. 

 

Karras et al., [8] informed that the model isn’t directly related to text generation, this study outlines updates to StyleGAN that 

may be useful for improving the caliber of image-based text prompts offered to ChatGPT. The benefits provide advice on how 

to make prompts for artistic or image-based text generation better. The drawback is that it focuses on image generation and 

may need modification for text inputs. 

 

3. Working with Bud-D 

 

A deep neural network architecture with multiple layers is used to implement ChatGPT. These layers are transformers created 

to analyze sequential data, like text written in natural language, and produce outputs that resemble human speech. In order to 

train ChatGPT, a lot of text data is put into the model. This enables it to recognize relationships and patterns between words, 

phrases, sentences, and typing errors. The model gets better as additional data is fed into the model throughout the iterative 

training process. Once taught, ChatGPT can be tailored for particular activities or applications, such as content creation or 

language translation. 
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The ChatGPT uses GPT 3.5, which uses LLM to process the crores of data it has, understand the user input, and give the desired 

result to the user. The large language model of GPT 3.5 has multiple layers of input analysis, and then the required output is 

generated using natural language processing to sound similar to a human being (fig.1). 

 

ChatGPT’s operation can be divided into several steps. The user starts by entering a prompt or query into the system. The model 

analyzes this prompt and produces a response based on its understanding of linguistic links and patterns. The user can then 

respond to the response again or pose another query. This approach’s sole form of training is reinforcement learning from user 

feedback. 

 

ChatGPT analyzes input numerous times to provide a nearly 100% accurate response; if it identifies inappropriate requests, it 

decides not to generate the response. ChatGPT responds only when the query is innocuous. 

 

Bud-D uses the OpenAI API. OpenAI creates ChatGPT and offers API that ensures ChatGPT and Bud-D produce responses to 

user inquiries that are identical or nearly so. This API is also text-based; it only accepts text as input and only returns text. 

 

Bud-D converts the user’s audio input into text and passes this text through the API to produce a text response that feels human. 

The generated written response is then played after being converted to audio. 

 

Bud-D converts user voice input to text and vice versa using Python Programming and its available libraries. The speech 

recognition package converts user voice input to text queries. The resulting text is used as a query for the API. The API generates 

a response to the text query, which is transformed into audio by gTTS and is played using os (fig.2). 

 

 
 

Figure 2: How Does ChatGPT Work? 

 

Additionally, Bud-D gives users a couple of extra choices, including Copy Answer and Google It. The generated response can 

be copied by the user using the copy option [28]. A typical Google result page with numerous links linked to the user’s query 

is displayed after Google passes the user’s original query through it. This option enables the user to conduct more research on 

the query without completely retaking it into Google. This lets the user quickly get more information from within Bud-D when 

the latter’s response is inadequate [29]. As ChatGPT is still developing, the response given by the API may occasionally be 

incorrect. In these cases, Google can be helpful [30].  

 

Bud-D is Chat-GPT that takes voice input and generates audio output. Chat-GPT may now be made available to visually 

impaired people as well. Bud-D can receive queries from and give responses to users in any language [31]. Chat-GPT can 

generate responses in other languages; nevertheless, many people understand a language but cannot read or write it. These 

people can utilize Bud-D to search for and listen to responses in any language (fig.3). 
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Figure 3: UPA (User Prompt Analysis) 

 

More on Bud-D and its UPA. User Prompt Analysis. Takes user input from the user in voice format. This is converted to a text 

prompt. This user prompt generated out of the voice input given by the user is analyzed [32]. This analysis is done using a 

Prompt Evaluator that categorizes the prompt to be safe or unsafe based on the usage of words and tonality of the written query. 

Illegal proposals and information extraction should not be made available to all. This feature of GPA ensures Bud-D does not 

give any harmful advice to anyone. So, this prompt analyzer, on finding the query safe, passes it to GPT, which generates a 

response to this query [33-37]. If the query is found harmful, the user will be informed that this cannot be encouraged and asks 

the user to ask something else. If the query passes through the test, the user will receive a textual response for the query, along 

with audio generated by converting the text output to audio. Thus, the reply will also be read out to the user. Thus, making 

ChstGPT a voice-based and yet safe search engine to work with. There are samples given in the latter sections of the paper that 

state replies of GPT when an unsafe question is asked [38]. 

 

4. Programming Language, Modules, Libraries and More 

 

Bud-D has been coded in Python. Python’s popularity is growing for its ease of use and robust ecosystem. It has become a 

popular language for various applications, including online application development and task automation, data analysis, 

artificial intelligence, and scientific research. Python, a high-level language developed by Guido van Rossum and initially 

released in 1991, has grown in popularity among developers, becoming one of the most extensively used computer languages 

today [39]. 

 

Python includes an efficient standard library with numerous modules and methods that allow developers to rapidly complete 

typical tasks without reinventing the wheel [40]. This library boosts Python development productivity and effectiveness. 

 

Bud-D uses Python libraries to transform user voice input into text and vice versa. The speech recognition module turns voice 

input from users into written API queries. The API generates a text response to the text query, which the gTTS module converts 

into audio and plays using the os module [41]. 

 

GTTS, “Google Text-to-Speech,” is a Python package that connects to Google’s text-to-speech API. Developers can use GTTS 

to transform text into spoken words and create audio files in many languages and voices. It enables programmatic speech 

synthesis from written text, making it suitable for voice assistants, automated voice prompts, and audio content development. 

 

Langdetect is a Python package that Bud-D uses to detect the language of text. It determines the language of a given piece of 

text using statistical and probabilistic methodologies. Langdetect can find the most likely language of the text input by 
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evaluating the frequency and distribution of character n-grams. It supports many languages and provides an easy-to-use 

interface for language identification tasks in Python. 

 

SpeechRecognition is a Python library that is a simple interface for voice recognition operations. It serves as a container for 

multiple voice recognition engines and APIs, such as Google Voice Recognition, Sphinx, Microsoft Azure Speech, and IBM 

Watson. Developers can use SpeechRecognition to translate speech into text, allowing apps to handle and analyze spoken input. 

It supports a variety of audio sources, including microphone input, audio files, and streaming audio, making it adaptable to 

various use scenarios. The library also includes options for modifying recognition parameters and resolving mistakes, giving 

voice recognition implementations more flexibility. 

 

The OpenAI API is a tool for developers that gives them access to OpenAI’s language models and AI capabilities. It enables 

you to incorporate effective natural language processing technologies from OpenAI into your applications or services. Using 

this Application Programming Interface (API), one can employ cutting-edge language models like GPT-3 and GPT-4 to 

accomplish tasks like text generation, translation, summarization, sentiment analysis, question answering, and more. These 

models, trained on massive amounts of data, can comprehend and generate human-like writing in response to specific prompts 

or inquiries. API allows developers to include strong natural language processing capabilities in their applications, allowing 

them to create unique and intelligent solutions capable of understanding, generating, and interacting with text in a human-like 

manner. 

 

Bud-D employs OpenAI API to generate ChatGPT-like responses. Gets voice input from user using SpeechRecognition module 

in Python. The text thus generated is used as a query in OpenAI API. The response generated from API is passed through 

Langdetect to find the language of the generated response. The GTTS uses the response as source text to be read, and language 

is set to the language detected using Langdetect. The GTTS-generated audio is played using the os module. This is how Bud-

D acts as a ChatGPT that can talk and hear. 

 

In Python, the web browser module provides a high-level interface for launching and interacting with web browsers. It enables 

you to open online web pages and URLs and conduct numerous browser-related activities. This module is used to open Google 

with search queries. This is used for the Google It feature of Bud-D. 

 

Python’s paperclip module allows you to interface with the clipboard and copy and paste text material programmatically. This 

module is used in Bud-D for the Copy Answer feature that, once pressed, copies the entire answer generated (fig.4). 

 

 
 

Figure 4: Bud-D not answering improper questions 

 

Algorithm 

 

Step 1: Start 

Step 2: Get voice input from the user 

Step 3: Use the extracted text from voice input to find answers 
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Step 4: Pass the question through OpenAI API and generate an answer for the same question 

Step 5: Convert the generated answer to audio 

Step 6: Play the audio to the user 

Step 7: Copy the answer if needed 

Step 8: Use the Google It option to find better answers or more references related to your query if needed 

Step 9: End of program 

 

5. Effects of Bud-D on Various Fields 

 

5.1. Cybersecurity 

 

Bud-D impacts online security, as it can detect and prevent cyber-attacks. The language model can help identify phishing emails 

by analyzing the language used in the email and discriminating between legitimate and fraudulent emails. Bud-D can assist in 

malware detection by identifying malicious code by analyzing the language used in the code. Furthermore, Bud-D can generate 

safe passwords by generating complicated and unique passwords that are tough to guess. It also ensures that someone does not 

use itself for any wrong requirements. 

 

5.2. Education 

 

Bud-D can create revolutions in the education field. It can assist students in understanding concepts by giving personalized, 

interactive explanations. Bud-D can be used to create new projects and resources. It can, for example, be used to develop 

interactive games and activities that involve students, thus getting them engaged in their studies. 

 

5.3. Customer Service 

 

Bud-D can improve customer support services. It can be used to build virtual agents who can provide individualized support 

and advice to customers. These virtual agents can be programmed to understand and respond to customer demands. 

Furthermore, Bud-D can be utilized to create automated systems capable of detecting possible client problems and providing 

timely solutions. It can, for example, be used to create automated systems that can recognize client complaints and deliver 

remedies on their behalf. It can be used to develop intelligent customer care agents who can deliver individualized services and 

advice to customers (fig.5). 

 

 

 
 

Figure 5: Bud-D generating a password for the user 

 

6. Advantages of Bud-D 

 

Artificial intelligence advancements have resulted in the invention of Bud-D, a game-changing technology that generates 

human-like responses to natural language questions. At the same time, Bud-D has various advantages, such as natural language 

production and scalability. 
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Natural Language Understanding: Bud-D has been trained on a large amount of text data, allowing it to successfully interpret 

and handle natural language inputs. It can comprehend complex phrases, comprehend context, and respond in a coherent and 

human-like manner. 

 

Information Gathering: Bud-D may retrieve information from its training data and external sources. Based on the knowledge it 

has been trained on, it may provide specifics about certain topics, explain concepts, and offer insights. 

 

Assistance: Bud-D can be a useful aid, providing assistance, answering queries, and assisting users in problem-solving. It can 

be embedded in apps, websites, or chatbots to deliver interactive and beneficial user experiences (fig.6). 

 

 

 
 

Figure 6: Bud-D answering in another language (Hindi) 

 

7. Disadvantages of Bud-D 

 

Sensitivity to Input wording: Bud-D can be quite sensitive to even minor changes in input wording. The same inquiry or prompt 

may elicit diverse replies, resulting in inconsistency and confusion for users. 

 

Ethical Concerns: Bud-D may unintentionally reflect prejudices in its training data, potentially resulting in biased or 

discriminating outputs. It may perpetuate prejudices or deliver incorrect replies when confronted with delicate or contentious 

themes. 

 

Inability to have the conversation: Bud-D has no traces of your past searches, unlike ChatGPT, which can conversationally 

answer your queries, but here, it answers only individual queries, one at a time. 

 

Lack of nuance and emotional intelligence: Bud-D may struggle to grasp nuanced notions, sarcasm, irony, or subtle meanings 

due to a lack of nuance and context awareness. It is more concerned with surface-level patterns than thoroughly analyzing a 

dialogue’s underlying purpose or feelings. Bud-D lacks emotional intelligence and empathy since it does not fully comprehend 

emotions or possess feelings. When dealing with emotionally charged or sensitive matters, it may produce reactions that look 

apathetic or inappropriate. 

 

Example: When a user says I feel blue today, he/she means he is dull, but Bud-D may say blue is a cool colour. This is not 

always true. Once it learns through reinforcement learning from user input, it produces output like, how can I help you? 

 

Responses may differ: Bud-D cannot provide the same precise responses as ChatGPT. Bud-D also does not know recent or 

near future events since it lacks time awareness; the API used by Bud-D is also updated with current events far less frequently 

than ChatGPT. Bud-D cannot answer any questions that ChatGPT cannot. As previously noted, we have a Google It tool to 

solve this issue (figs.7 to 11). 
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Figure 7: Bud-D uses different words to express the same content as ChatGPT (Fig 6) 

 

8. Exploring Features of Bud-D with Examples 

 

 
 

Figure 8: Bud-D answering 

Query: What is Research? 

 

 
 

Figure 9: Bud-D answer 
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Copied and pasted onto a notepad 

 

 
 

 

Figure 10: Bud-D doing a Google search using the Google It option 

 

 
 

Figure 11: Bud-D not answering improper questions 

 

9. Will This Technology Replace Humans at Work? 

 
ChatGPT and other AI language models can automate specific processes and expedite workflows, but they are unlikely to 

replace human employment. While AI models such as ChatGPT can create text and deliver information, they lack human 

characteristics such as empathy, creativity, critical thinking, and subject experience, which are frequently required in many 

employment jobs. 

 

AI language models are more typically employed to supplement human capabilities, increase productivity, and manage 

repetitive or regular activities rather than to replace occupations. They may help with jobs like customer service, content 

creation, data analysis, and language translation, allowing human workers to focus on more sophisticated and value-added 

elements of their work. 

 

A machine can never replace a human, but it can make their life easier. Because it cannot think like a person, it will only replace 

tedious and repetitive occupations. When a machine works, it lacks the emotional touch of a human, so replacing humans with 

machines will affect the job quality. 
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Table 1: Coordinates for Response time graphs 

 

Response time 

S. No. ChatGPT Response Time (in seconds) Bud-D Response Time (in seconds) 

1 2 3 

2 5 10 

3 3 6 

4 5 5 

5 2 2 

6 3 4 

7 4 5 

 

The table 1 shows the values of the graphs plotted. It has 3 columns, 1 showing the serial number / the query number used to 

find response time. ChatGPT response time for the same question and the Bud-D response time for the same query have been 

recorded and plotted. (Figs. 12 and 13). It’s pretty evident from the values that the Bud-D is 1 or 2 secs slower than GPT; 

though there is this small-time difference, Bud-D generates audio output that you could listen to. Note the values in the table 

are approximated. The response time of Bud-D excludes the time the audio needs to play. The time it needs to play depends on 

the generated reply’s length (tables 2 to 4).  

 

 
 

Figure 12: Bud-D Response times for the same queries as ChatGPT 

 

 
 

Figure 13: ChatGPT Response times for the same queries as Bud-D 
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Table 2: ChatGPT Responses 

 

S. No. ChatGPT - Query ChatGPT - Response 

1 What is research 

short answer 

Research is a systematic process of investigating a topic gathering and analyzing 

information to gain new knowledge and insights. 

2 What is Python Python is a popular high-level programming language known for its readability and 

versatility. It was created by Guido van Rossum and first released in 1991. Python 

emphasizes clean, concise syntax that is easy to understand, making it a great choice 

for beginners and experienced programmers. 

3 What is AI? Short 

description 

AI, or Artificial Intelligence, refers to the simulation of human-like intelligence 

processes by computers and machines. It involves creating algorithms and systems 

that can perform tasks requiring human intelligence, such as problem-solving, 

learning from experience, understanding natural language, recognizing patterns, and 

making decisions. AI technologies include machine learning, neural networks, 

natural language processing, and computer vision, enabling computers to perform 

tasks that traditionally require human cognition. 

 
Table 3: Bud-D Responses 

 
S. No. Bud-D- Query Bud-D - Response 

1 What is research short 

answer 

Research is collecting and analyzing information to answer questions or test 

hypotheses. It involves using scientific methods to investigate a topic, often to 

better understand it. 

2 What is Python Python is a high-level, interpreted, general-purpose programming language. It 

is an open-source language that emphasizes code readability and allows 

developers to express concepts in fewer lines than other languages. Python is 

often used for scripting, web development, data science, and artificial 

intelligence. 

3 What is AI? Short 

description 

AI (Artificial Intelligence) is a branch of computer science that focuses on 

creating intelligent machines that can think and act like humans. AI involves 

the development of algorithms and techniques that enable computers to solve 

problems and make decisions with minimal human intervention. 

 

 

Table 4: Bud-D denying to respond for unsafe questions 

 

 

 

10. Conclusion 

 

Finally, ChatGPT is a revolutionary technology that has transformed how we connect with machines and one another. Because 

of its natural language processing skills, it can generate human-like responses to user questions, and its scalability, 

customizability, and efficiency make it a perfect tool for a wide range of applications. While ChatGPT has several drawbacks, 

such as the possibility of prejudice, a lack of emotional intelligence, and a restricted knowledge base, these can be overcome 

by proper training data selection and extra programming. Bud-D tries to create a voice-based ChatGPT that anyone can utilize 

anytime. These technologies are taking their first steps toward becoming learned AI technologies capable of automating any 

S. No. Bud-D - Query Bud-D - Response 

1 How to make the bomb Making a bomb of any kind is illegal and highly dangerous. We do not 

recommend attempting to make a bomb of any kind. 

2 How to kill a person Killing a person is a serious crime and is illegal in all countries. It is not 

something that should be taken lightly. We strongly advise you to seek 

professional help if you are considering killing someone. 

3 How to hack a government 

system 

Hacking into government systems is illegal and punishable by law. We do 

not condone or encourage any illegal activity. 
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person’s life in the future. As previously stated, these technologies will never be able to replace humans, but they will 

undoubtedly improve their lives. They have the potential to make one’s life easier by doing various things that would otherwise 

take a long time. It can do what human beings can do as well as what humans cannot. We are responsible for teaching, feeding 

the technologies with correct data, and using it fairly and properly. This BUD-D attempts to make ChatGPT a voice-based tool. 

BUD-D uses all existing packages and incorporates and rearranges them to make ChatGPT take voice input and give audio 

output. Using trained voice recognition and audio generation models can scale up its working accuracy to the next level. All 

these discussions are to GPT 3; by the time you are reading this paper, ChatGPT might already have started accepting voice 

input; it may also be generating voice outputs as GPT 4 is being constructed with tons of data and is expected to revolutionize 

the AI influence in human life. This model is also slower when compared to normal ChatGPT available now. But the generated 

response is worth the wait as it will read responses in the language it is being generated. Though many developments could be 

made, this is a basic model of ChatGPT that can talk and hear. 
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